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ABSTRACT
Although group chat discussions are prevalent in daily life,
they have a number of limitations. When discussing in a
group chat, reaching a consensus often takes time, members
contribute unevenly to the discussion, and messages are un-
organized. Hence, we aimed to explore the feasibility of a
facilitator chatbot agent to improve group chat discussions.
We conducted a needfinding survey to identify key features
for a facilitator chatbot. We then implemented Groupfeed-
Bot, a chatbot agent that could facilitate group discussions
by managing the discussion time, encouraging members to
participate evenly, and organizing members’ opinions. To eval-
uate GroupfeedBot, we performed preliminary user studies
that varied for diverse tasks and different group sizes. We
found that the group with GroupfeedBot appeared to exhibit
more diversity in opinions even though there were no differ-
ences in output quality and message quantity. On the other
hand, GroupfeedBot promoted members’ even participation
and effective communication for the medium-sized group.

Author Keywords
Chatbot; Conversational agent; Group chat; Discussion;
Consensus; Online communication; GroupfeedBot.

CCS Concepts
•Human-centered computing → Human computer inter-
action (HCI); User studies;

INTRODUCTION
Group chat is pervasive in everyday life and used not only
for social but also for transactional purposes [17, 35]. For ex-
ample, group chat serves as an effective channel for decision-
making, problem-solving, and open debates on specific issues
[35, 61]. These goal-oriented communications are common
in diverse groups, including those of family members, friends,
colleagues, and coworkers. Group chat has the advantages
of enabling asynchronous communication [39, 52] and main-
taining users’ awareness of ongoing group agendas through
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traceable chat logs [42]. These features enable comfortable
group communication among members in various locations
and with various temporal schedules [8] without causing dis-
ruption in their daily lives [33].

Despite these advantages, a number of difficulties are com-
mon when conducting goal-oriented discussions through a
group chat. First, reaching timely consensus can be more
difficult in a group chat than in a face-to-face meeting, as pro-
crastination and loss of concentration are common in a group
chat [25]. Second, messenger-mediated interaction without in-
person contact can lead to uneven participation, which reduces
the satisfaction of those who do actively participate and thus
weakens positive group dynamics [20, 30]. This problem is
exacerbated for larger groups because it is hard to even detect
that a member has become a “lurker”—someone who does not
actively participate and plays a passive role in group interac-
tions [1, 38]. Third, group chat’s unstructured, unthreaded chat
interface causes difficulty in the organization of diverse opin-
ions. Human moderators thus often seek to restructure and/or
summarize fragmented messages; however, this requires high
cognitive load, lowering discussion efficiency [42].

Research on group discussions has focused on supporting
work-related groups [12, 24, 42, 46] by structuring [4, 61],
summarizing [14, 49], and visualizing [23, 27] opinions. This
study aims to advance this line of research by focusing on
social groups. Furthermore, we extend the previous work by
supporting group discussions with a novel strategy of facilitat-
ing even participation among group members.

In this paper, we aim to design and develop a chatbot agent
that can enhance group discussions in social chat groups. We
propose GroupfeedBot, a chatbot that can act as a facilitator
in group discussions by (1) managing time, (2) encouraging
members to participate evenly, and (3) organizing the mem-
bers’ diverse opinions. It should be noted that the focus of
this study is on goal-oriented communication (e.g., decision-
making, problem-solving, and open discussion) rather than on
socially oriented communication (e.g., chitchat, joke-making,
and talk about daily life).

To explore the feasibility of a chatbot agent in group chat
discussions, we executed a series of user studies. Through a
needfinding survey, we define a number of the features that
a facilitating chatbot agent should possess. We then imple-
mented GroupfeedBot, a chatbot agent meant to support the
group chat discussions. Figure 1 shows how GroupfeedBot
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Figure 1. Conversational design strategies applied in GroupfeedBot to facilitate group chat discussions. The chatbot manages the discussion time
(1C, 1E), facilitates even participation by encouraging lurkers to speak up (1A, 1D), and organizes individual members’ (1B) and overall groups’ (1F)
opinions. All messages are translated from Korean.

facilitates discussions in group chats. This facilitator chatbot
is meant to support discussions in group chats by managing
time (1C, 1E), encouraging lurkers to speak up (1A, 1D), orga-
nizing individual members’ opinions (1F), and summarizing
overall opinions (1B).

To verify the effectiveness of GroupfeedBot, we conducted
a qualitative study with small-sized groups followed by a
user study with medium-sized groups. The qualitative study
involved six small groups, each composed of four to five
members (N = 25). We conducted in-depth semi-structured
interviews to gain deeper insights into the chatbot agent’s
features.

We then conducted the preliminary user study with two
medium-sized groups of 10 members each (N = 20). A mixed
factorial design with one between-subjects variable (type of
chatbot: basic vs. GroupfeedBot) and one within-subjects
variable (type of task: estimation vs. decision-making vs.
social debating vs. problem-solving) was used. We mea-
sured group behavior (message quantity, opinion diversity,
and even participation), users’ attitudes (communication ef-
ficiency/effectiveness/openness, and usefulness), and output
quality. We also conducted post-hoc focus group interviews
(FGI). The results indicate the following:

• There were no difference in message quantity and output
quality between the groups that discussed with Groupfeed-
Bot and those that discussed with the basic chatbot. How-
ever, the group which discussed with GroupfeedBot tended
to produce more diverse opinions.

• GroupfeedBot encouraged the members to contribute evenly
to the discussions, especially for the open-debating task.
Furthermore, the members perceived the group chat sessions
as involving fairer and more effective communication.

• Some effects of GroupfeedBot varied by the task’s character-
istics. It led to high communication efficiency and perceived
usefulness in the decision-making and open-debating task
but not in the estimation and problem-solving tasks.

This paper makes the following contributions:

• We verified that a chatbot agent can be effective not just in
dyadic but also in group interactions.

• We designed and developed a chatbot agent to improve
discussion in group chat by enabling timely consensus, fa-
cilitating even participation, and organizing opinions.

RELATED WORK
Improving goal-oriented communication in distributed teams
has been a focus of research in computer-supported coopera-
tive work (CSCW) since the field’s inception [34, 56]. This
study on the use of chatbots in group discussions can be viewed
with respect to multiple research areas, including mobile in-
stant messaging (MIM) and group chats, online group discus-
sions, and chatbots’ applications in group communication.

Mobile Instant Messaging and Group Chat
The accompanying proliferation of MIM has changed the ways
in which people interact. In particular, as compared to SMS,
one of the distinguishing features of MIM is that its group
chat allows for asynchronous multiparty communication [7].
Because group chat is convenient for communicating with
multiple members, groups with various types of relationships
use it for a variety of purposes (e.g., chitchat, information
exchange, and cooperative works) [7, 9, 50].

Group chat researchers have focused on the ways in which
such chats can improve collaboration in the workplace [12, 24,
42, 46]. However, given the widespread use of MIM, group
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chats have become common in general as well; even groups
with informal relationships have cooperative team processes.
To reflect these trends, researchers have carried out studies
to improve the generally perceived inconveniences [55, 61].
Along the same lines as those researchers, we sought to resolve
the unexpected inconveniences of using group MIM chats.

Systems for Supporting Group Discussions
Previous studies in the area of online group discussion have ex-
plored various ways of supporting collaboration among remote
users of various collaborative systems, including email, online
documents, and internet relay chat. The most studied method
for improving online discussion is summarization. In partic-
ular, scholars have shown that summarization can improve
email systems [14, 49] by preventing information overload
[11]. Moreover, researchers have effectively applied social
annotations and other feedback to discussions involving online
documents or dashboards [6, 48, 62]. Another line of research
on support for group collaboration is focused on improving
group awareness with visualizing diverse members’ point of
view [23, 27]. These and other methods use visualization com-
ponents to decrease the cognitive effort needed to synthesize
diverse members’ opinions [22].

Unlike threaded forums or dashboards, chat interfaces lack a
reply-based interface; thus, researchers have sought to support
group discussion by embedding more structure in chats. For
instance, groups in a text chat discussion are more likely to
reach consensus when preauthorized structures and scripts are
provided [15]. Such a script structure allows for more focused
discussion by providing procedural guidance. OpinioNetIt
automatically organizes members’ opinions on controversial
topics, in terms of support or opposition [4]. Similarly, Tilda,
the Slack bot, is meant to enhance the group sense-making
process by organizing chat messages using features such as
tagging, linking, and summarization [61].

In light of the findings from previous studies, we consider
a new way of driving active participation among users and
of decreasing their mental loads. We focused on improving
discussions by involving the communication “process” and
participation patterns. Furthermore, the chat interface used
in MIM with its speech balloons requires an approach for
improving discussions that is distinct from those that are used
for emails, dashboards, and forums. Few researchers have
explored the use of text-based virtual agents that can perform
specific functions that are targeted to the MIM system. Our
work aims to understand users’ needs when doing discussion
in group chat and to design a chatbot agent.

Chatbots in Group Interactions
Chatbots are widely used for the dyadic interactions in vari-
ous fields, including user research [36, 57], customer support
[28, 60], and health care [37]. Most previous works in these
areas involve dyadic chatbots that interact directly with users.
However, researchers have made several attempts to examine
chatbots’ effects in the context of group interaction.

Multiparty-based chatbots are virtual agents that communicate
with multiple users in a group. Researchers on multiparty-
based chatbots have regarded chatbots as tools that support

group interaction. For instance, Calendar.Help [10] enables
efficient time scheduling for groups through structured work-
flows. In addition, TaskBot [58] mediates task management in
a chatroom through functions such as assigning tasks, terminat-
ing tasks, and setting reminders. Furthermore, SearchBots [2]
assists with collaborative information-seeking by presenting
users with the information that they have requested.

Although researchers who have studied chatbots in group in-
teraction have tended to consider chatbots in terms of their
support for goal-oriented tasks, some scholars have recently
extended this research to include chatbots as group members.
Those researchers have focused on chatbots’ social roles. In
the Reddit community, bots serve functions such as admin-
istrating, providing play or humor, ensuring functionality or
quality, fostering community, and archiving [40]. Seering et
al. [53] identified the role of bots in the Twitch community
by analyzing bot messages. In subsequent work, Seering et
al. [54] proposed seven new social roles for chatbots, drawing
from a research-through-design approach.

The results of these studies raise important questions about
the feasibility of chatbots acting as community members. In
this work, we utilized a community-based perspective which
views chatbots to be group members rather than tools.

NEEDFINDING SURVEY FOR FACILITATOR CHATBOT
AGENT
A needfinding survey was performed to discover the features
that a facilitator chatbot should possess.

Method and Participants
We recruited an initial sample of 134 participants from Ama-
zon Mechanical Turk. We asked them open-ended questions
about the context of the group discussion, the users’ positive
and negative experiences with group chats, and their desired
improvements to group chats. To filter out unqualified re-
sponses, we omitted 31 participants for incorrect responses to
the filtering item (“Please enter the name of the mobile instant
messenger you used for the group chat.”). We also excluded 43
participants whose median response times were less than 240
seconds and whose responses were not sincere. Accordingly,
we finally obtained 65 valid responses. The final respondents
had a mean age of 30.83 years (SD = 7.96; 29 female).

Analysis
To discover themes in the data, we applied thematic analysis
based on the bottom-up approach to the open-ended responses.
Three researchers coded the open-ended answers, and the
process was repeated five times until the identified themes
were saturated. These final codes were then organized within
the main themes from which we derived the implications.

Findings and Design Goals for Facilitator Chatbot
Based on the survey results, we categorized three main find-
ings and created three design goals for the facilitating chatbot
agent (κ = 0.72).

Quick Communication Leads to Efficient Discussion.
We noted that time management was important to efficient dis-
cussion. Several respondents mentioned that quick responses
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create a well-interacting group: “Well-interacting group mem-
bers are quick and efficient and do not procrastinate” (P65);
“Quick and efficient communication and response times are
crucial” (P23). On the other hand, unrestricted discussion
caused dissatisfaction: “The worst meeting is just out of con-
trol and goes on at all hours of the day and night” (P8). In
addition, certain members’ late responses hindered efficient
discussion: “People who do not answer promptly ruin the
discussion” (P55). Members who did not respond in a timely
manner not only caused inefficiencies but also worsened the
group’s mood. For example, P44 noted, “They don’t text back
often and don’t answer until days or weeks later. They make
the group feel insecure and depressed.”

• Design Goal 1: Support the ability to reach consensus in
a timely manner by ensuring an efficient discussion proce-
dure.

Even Contributions Enhance Group Coherence.
The members’ engagement and participation is an important
factor in both individual members’ satisfaction and overall
group coherence. A well-functioning discussion is character-
ized by even contributions from all members. P36 mentioned,
“In a well-interacting group, everyone says something.” Sim-
ilarly, P18 stated, “Good discussion is made when everyone
contributes evenly. Everybody gets along, the conversations
are nonstop, everyone gets an opinion, no one bashes each
other.” However, lurkers can appear to be representative mem-
bers actually interrupt positive discussions. P14 noted, “Lurk-
ers silently take in all that is happening in the group but do
not post. These people do not contribute.” Lurkers lower a
group’s coherence and undermine the satisfaction of the active
members; participants complained about “stand-backers who
don’t really care to be in the group” (P20) and “apathetics who
do not really care much about the group” (P47).

Other types of members can prevent positive interactions as
well; for instance, the “chatterbox” type can also prevent
constructive and fair discussion, as P28 noted: “Gabbers seem
to have nothing better to do than to talk all day and night. They
often overshare and dominate conversations with talk of their
personal problems.” P76 concurred, saying that chatterboxes
“hog the convo, are dismissive of some members, and ignore
other members. These hoggers make most members feel left
out.” To summarize, even participation is critical to a group
discussion’s communication quality, as well as to members’
satisfaction and positive group dynamics.

• Design Goal 2: Encourage even contributions to ensure
coherence and satisfaction among the group members.

Organizing Diverse Members’ Opinions Is Challenging.
We discovered that the process of organizing and synthesiz-
ing diverse opinions was important in ensuring high-quality
discussion outputs. Each team needs an organizer or leader
to ensure good discussions: “There is the organizer, some-
one who can make sense of the whole discussion and wrap
things up” (P8); “I usually organize the group chat and keep
things in order” (P49). However, these organizers could not
participate sufficiently in the discussion because synthesizing
and organizing the members’ opinions required a lot of effort

[61, 51]. Many participants expected the chatbot to make the
discussion process smoother by reconstructing the opinions of
various group members: “A chatbot could be useful to help
organize the group chat and sort the conversation into threads
for easy reading” (P33); “I expect that the chatbot will clean
up duplicated messages and organize messages better” (P2).

• Design Goal 3: Aggregate and organize diverse opinions to
reduce participants’ cognitive load.

GROUPFEEDBOT: A CHATBOT AGENT FOR FACILITAT-
ING DISCUSSION IN GROUP CHATS
Based on the findings from the survey, we designed Groupfeed-
Bot. This chatbot runs on the Telegram messaging application
and was built with BotFather. The back-end server was built
with Python, using the Telegram library and pickleDB. The
front-end and back-end use a Telegram dispatcher to commu-
nicate, transmit data, and access APIs. GroupfeedBot was
designed and developed with the following features:

Time Management
GroupfeedBot sets up time limitations for each task to effi-
ciently derive consensus within a restricted time (Figure 1C).
Time setting encourages group members to be on the same
page and to collaborate in achieving the discussion goals. It
also uses a time alert to induce the members to organize their
opinions (Figure 1E).

Encourage Lurkers to Speak Up
To encourage even contributions, GroupfeedBot engages mem-
bers who have not spoken. GroupfeedBot detects the mem-
bers who had not commented and asks, “What is [the lurker
name]’s opinion?” (Figure 1A). As the second strategy for
driving even participation, the chatbot asks the less outspoken
members for additional comments. It counts the number of
words that each member has submitted and then asks the per-
son with the lowest total to elaborate on their opinions with
the question, “Can [the lurker name] tell us more about the
reasons for the comments you provided?” (Figure 1D).

GroupfeedBot gave a proper message based on lurker’s re-
sponse. When GroupfeedBot asked for a lurker’s opinion, if
the lurker responded within 90 seconds, GroupfeedBot said
“Thanks for your opinion” and then moved on to the next step.
Otherwise, GroupfeedBot said “Please tell me later.”

Organizing Individual Group Members’ Opinion
GroupfeedBot organizes the main opinions of each member
(Figure 1B). It uses the Text-rank algorithm [43] to summarize
each member’s comments in one or two sentences. Subse-
quently, it extracts the lexical morphemes from the summa-
rized sentences and presents them in the form of hashtags.
This function is designed to reduce the difficulty of capturing
individual members’ opinions which is caused by the chat
interface’s unthreaded presentation method.

Summarizing Overall Opinion
GroupfeedBot summarizes comments from the entire discus-
sion (Figure 1F). It uses the Text-rank algorithm [43] to sum-
marize the entire team’s output in four to five sentences; it then
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Figure 2. Task flow of the two chatbots used in the experiment. In the Groupfeedbot condition, four features to facilitate group discussions were applied.

extracts the key morphemes from the summarized sentences
and presents them as hashtags.

QUALITATIVE STUDY WITH SMALL-SIZED GROUP
We performed two user studies to examine GroupfeedBot’s
feasibility in group chats with diverse discussion tasks and var-
ious group sizes. In the first phase, we conducted a qualitative
study with small groups.

Study Design and Procedure
We performed the qualitative study for six groups, each com-
posed of four or five members. Each group performed four
tasks: two with the basic chatbot and two with GroupfeedBot.
We wanted to get in-depth feedback by allowing every user to
participate in the two types of discussion equally.

We gathered each randomly assigned group in a spacious room,
where we briefly described the study. We then placed each
participant in a separate space to reproduce non-face-to-face
situations as well as possible. We invited all the participants
to join a group chat in Telegram using their smartphones.
Afterward, the participants again gathered in one space, where
we conducted a roughly 40-minute FGI.

Participants
We recruited participants by posting an announcement on
our institution’s online-community website. We recruited 25
participants (14 female). Their mean age was 28.40 (SD =
3.65). To partially control for prior experience, we required
that all the participants had experience using Telegram and
group chatting in MIM. The study was conducted on strangers.
We thought GroupfeedBot would be more viable on nascent
social groups which have flexible norms so that members are
more easily influenced by GroupfeedBot’s nudging.

Apparatus
The chatbot was applied in two conditions: the basic chatbot
and GroupfeedBot. We implemented the aforementioned four
features only for the condition with GroupfeedBot to verify
the chatbot’s effects by comparing the two conditions. We
determined the appropriate duration through the pilot test.
Users wanted a longer discussion on topics which should
derive consensus from diverse opinions (decision-making and
open-debating tasks) rather than topics with optimal answers
(estimation and problem-solving tasks). We designed the study
procedure so that participants in both conditions could perform
the task in the same amount of time.

• Basic chatbot without facilitation: In this condition, par-
ticipants conducted a discussion without the main features

of the facilitator chatbot (Figure 2). Following the basic
chatbot’s instructions, the participants shared individual
opinions and held open group discussions.

• GroupfeedBot with facilitation: Participants performed the
task with the help of GroupfeedBot (Figure 2). Groupfeed-
Bot asked for the lurkers’ opinions and organized the indi-
vidual members’ opinions in the early phase of the discus-
sion. In the middle of the open group discussion, the chatbot
asked for additional comments from the members who had
contributed the least. When about a quarter of the time
remained, the chatbot gave a time alert and summarized the
overall opinions of the group.

Task
We constructed four group discussion tasks such that each
group would engage in discussion for its task and submit a
final answer drawn from that discussion. We selected diverse
tasks that could be completed in the natural group chat context.

• Estimation Task: The participants solved simple estimation
problems that involved inferring the height of the Eiffel
Tower and the calories in one avocado without searching
the Internet [47].

• Decision-Making Task: We chose a travel task, which is a
widely used type of group decision-making task [27, 61].
Specifically, we asked the participants to plan a one-day tour
of Korea for a foreign friend who was visiting the country
for the first time.

• Open-Debating Task: In this task, we asked the members
to provide their opinions about a moral machine dilemma
[3] so as to elicit varying opinions from the members. Open
debates require the evaluation and reasoning of ethical and
social issues.

• Problem-Solving Task: We asked the participants to deter-
mine how best to find out a person’s name that you have
forgotten without directly asking for that information; the
scenario involved a social context [6].

Results
We constructed a thematic map based on the participants’
responses to the FGI. Three major themes emerged (κ = 0.80).

Time management induces efficient discussion.
The first theme involved efficient consensus reaching through
time management. The participants compared their experi-
ences using messenger-mediated (with no chatbot) and chatbot-
mediated group discussions. Group chat discussions tend to be
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lagged in the current MIM system, but with the chatbot agent,
the time restrictions made the conversation more focused: “It
is very useful to just bookmark the beginning and end of a
discussion” (P21). Many participants noted that the chatbot
was effective at helping them to manage time accurately and
objectively; in short, it acted like a moderator. P12 mentioned,
“Usually, when there is a meeting through mobile messenger,
everyone tends not to concentrate, but the chatbot managed
the discussion time so that members could immerse them-
selves, which makes for efficient discussion.” Participants felt
that GroupfeedBot’s time-alert feature accelerated efficient
decision-making: “It was good to present accurate time guide-
lines so that discussions were not lengthy. Reminding the
remaining time helped us to round out the discussion” (P7).

Organizing opinions supports synthesizing process.
GroupfeedBot was particularly effective for the decision-
making task that required the members to synthesize and orga-
nize their comments. Specifically, it helped the group to reach
consensus by allowing the members to more effectively iden-
tify each other’s views. P7 noted, “It’s not [normally] easy to
remember who said what, but it was comfortable [in this case]
because the chatbot summed up the members’ comments.” On
the other hand, the participants who discussed with the basic
chatbot had difficulty synthesizing the comments, as that re-
quired a large amount of mental effort. P13 commented, “We
had to decide on a course of travel, and it was bothersome to
extract the common denominator from the members.” This
corresponds with previous findings that organizing diverse
opinions improves group’s decision-making process [4, 61].

In addition, to derive the final consensus, the members used
the chatbot’s summary as a reliable reference. P22 mentioned,
“It was nice to see what ideas came up when it showed the
keywords.” The facilitator chatbot also reminded members of
neglected issues as the conversation went on, which allowed
the discussion to proceed without bias: “The overall summary
helped us to revisit the matters that we’d forgotten because the
conversation was going in a different direction” (P4).

Users perceive chatbots as group members.
The participants recognized the chatbot as a group member
who played a specific role in the discussion. The partici-
pants described the chatbot using personal pronouns (“he” or
“she”) and as a “manager,” “supporter,” “facilitator,” “emcee,”
“moderator,” and “assistant.” This implies that chatbots can
be extended to serve as group members who engage in spe-
cific social and transactional roles, in addition to acting as
a tool that assists in group discussion [54]. The participants
mentioned that the chatbot served as a group member: “The
chatbot participated in the convo and was not awkward, so
it felt really like a human. The feeling of having a manager
in the conversation helped us to have an efficient discussion”
(P11); “The chatbot was like a moderator. There was no need
for a separate moderator” (P25); and “I hope the chatbot gets
more involved in the conversation” (P12).

USER STUDY WITH MEDIUM-SIZED GROUP
We performed a user study to examine whether GroupfeedBot
could improve discussions for medium-sized groups. Based
on previous work [35, 16], we defined the number of members

in the medium-sized group as 10. We assumed that, as far
as encouraging members to contribute evenly, the facilitator
chatbot would be more effective in a medium-sized group
than in a small group. This is because small groups tend to
be active, whereas members in larger groups tend to show
low participation [35]. Members of large groups are also
more likely to engage in social loafing and free riding [29],
so we wanted to explore the facilitator chatbot’s feasibility
in the larger (medium-sized) group. In addition, when more
members participate in a discussion, it takes more cognitive
load for them to organize and synthesize their various opinions,
so the facilitator chatbot could be more effective in group chats
with more members.

Study Design
This study used a 2 × 4 mixed factorial design, with chat-
bot (basic chatbot vs. GroupfeedBot) as a between-subjects
variable and task (estimation vs. decision-making vs. open
debating vs. problem-solving) as a within-subjects variable.
Two groups of 10 participants for each group participated in
the study (N = 20), one group had discussion with the basic
chatbot and the other group with GroupfeedBot.

Procedure
As the same in the qualitative study, participants were gath-
ered in a spacious room and placed in a separate place. They
were invited to join a group chat in Telegram using their smart-
phones. The participants then completed the four discussion
tasks. At the end of each task, the participants responded
to a post-hoc survey composed of eight questions (on use-
fulness and on the efficiency, effectiveness, and fairness of
communication). After completing all the tasks, the partici-
pants answered three open-ended questions about the group
chat experience. Afterward, the participants again gathered
in one space, where we conducted a roughly 30-minute FGI
discussing their experiences.

Apparatus, Task, and Participant
The apparatus and tasks used in this study were identical to
those used in the qualitative study. We recruited 20 participants
(8 female; Mage = 26.15, SDage = 2.32) who all had experience
using Telegram and group chats. We randomly assigned the
participants to one of the two chatbot conditions.

Measures
We used the measures in terms of (1) group behavior, (2) users’
attitudes, and (3) output quality. We collected three forms
of data: chat log, quantitative-survey data, and qualitative
data (from the open-ended survey and the FGI). The chat
log data includes the messages’ contents, the times, the team
ID, the sender ID, and the task ID. We used the number of
messages, number of senders, and sending times to analyze
group behaviors. We used the survey and FGI data to evaluate
the users’ attitudes. We used the contents of each team’s final
answers on each task to measure the discussion output quality.

Group Behavior
• Message Quantity: Message quantity was measured by the

number of morphemes used within a group. A morpheme
was used as the unit because in Korea, spacing is not based
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Figure 3. A graphical representation of the group behavioral variables. (A) Message quantity refers to how active the members participate in the
discussion. (B) Opinion diversity is about the degree to which diversified messages are generated within the group. (C) Even participation means that
how fairly and equally individual members participate in the discussion.

Measure Item

Efficiency “The chatbot helps us more [easily or
quickly] reach a consensus as a group.”

Effectiveness “The chatbot helps us more [confidently or
comfortably] reach consensus as a group.”

Fairness “The chatbot helps us more [openly or
fairly] participate in the discussion”

Usefulness “The chatbot is useful,” and
‘The chatbot helps me more effective.”

Table 1. Survey items used for users’ attitudes

on words. We could infer how actively members partici-
pated in the discussion by analyzing message quantity [19].

• Opinion Diversity: Opinion diversity is defined as the num-
ber of unique lexical morphemes shared within a group. We
collected all the messages generated within a group and
counted the number of unique lexical morphemes. For in-
stance, although the lexical morpheme of “protection” was
mentioned a number of times by multiple members, it was
counted as one opinion unit. The message diversity is used
as the approximation of the breadth of the discussion [6].

• Even Participation: We counted the number of morphemes
per participant to determine how evenly the members con-
tributed to the discussion. We used standard deviation (SD)
and the Gini coefficient as the criteria for estimating even
participation. The SD was standardized (divided by the time
unit), so the variance of participation can be compared both
by chatbot and by task. If a group has a high SD, then it
has high variance in participation, which can be interpreted
as indicating uneven member contributions. Similarly, the
Gini index used as a measure of inequality [13]. A higher
Gini index indicates greater concentration, which means a
more uneven contribution.

Users’ Attitudes (Quantitative and Qualitative)
After each task, the participants answered questionnaires to
assess (1) communication efficiency [27], (2) communica-
tion effectiveness [27], (3) communication fairness, and (4)
usefulness [41]. Each was measured with two items. The
participants rated these items on a 7-point Likert scale from 1
(strongly disagree) to 7 (strongly agree). We aggregated the
responses at the individual level and then at the group level.
The survey items are presented in Table 1.

We also gathered qualitative responses using open-ended ques-
tions to gain more insight into the users’ experience. Based on
the survey results, we conducted a FGI to gain more insight
into the users’ experiences with the chatbot system.

Output Quality
To assess the quality of the discussion output, we evaluated the
teams’ final submitted answers for each task. We recruited five
human judges for this task, and they rated the teams’ answers
on a 10-point differential scale, with higher scores indicating
higher output quality. These ratings have a significant inter-
rater reliability (Krippendorff’s α = 0.78).

Results
Our result has revealed that the group with GroupfeedBot
marginally exchanged more diverse opinions within a group.
However, there was no significant difference in the message
quantity and output quality. Behavioral patterns of even par-
ticipation to the discussion differed depending on the chat-
bot conditions. In general, participants with GroupfeedBot
contributed more evenly to the discussion. Furthermore, the
significant differences were observed in users’ attitudes.

Group Behavior
• Message Quantity

Although the discussions had similar duration across the chat-
bot conditions, the mean number of words used per task was
higher with GroupfeedBot (MGFB = 329.9, SDGFB = 140.79)
than with the basic chatbot (Mbasic = 271.9, SDbasic = 157.53).
However, the Mann-Whitney U test revealed no significant
differences between the two groups (U = 10.00, Z = 0.398, p
= 0.690). This is may be due to the large variance in the data
(Figure 4) and due to the small number of participants.

• Opinion Diversity

We conducted a Mann-Whitney U test to compare the basic
chatbot and GroupfeedBot in terms of opinion diversity. An
analysis of the number of unique lexical morphemes revealed
that the group discussed with GroupfeedBot shared more di-
versified messages than did those with the basic chatbot (U
= 2.00, Z = 2.148, p = 0.032). This result could be inter-
preted that GroupfeedBot’s facilitating feature might increase
divergent opinion exchange despite the small sample size.

• Even Participation

The overall SD and Gini index were lower in the Groupfeed-
Bot condition than those in the basic chatbot condition. This
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All (Average) A. Estimation B. Decision-making C. Open-debating D. Problem-solving

Basic GFB Basic GFB Basic GFB Basic GFB Basic GFB

Group Behavior
Quantity 271.9 329.9 430 526 874 1107 942 844 473 822
Diversity 236.3 318.3 * 185 243 279 396 291 324 190 310
Evenness (SD) 0.073 0.052 0.055 0.058 0.086 0.095 0.129 0.065 0.056 0.098
Evenness (Gini) 0.296 0.225 0.334 0.363 0.306 0.337 0.380 0.268 0.278 0.395

Users’ Attitudes
Efficiency 4.41 5.24 ** 4.70 4.85 3.80 5.35 * 3.55 5.25 ** 5.60 5.50
Effectiveness 3.70 4.75 ** 3.60 3.55 *** 3.20 5.20 *** 3.65 5.05 *** 4.35 5.20 ***
Fairness 3.91 5.16 *** 4.05 4.20 *** 3.65 5.45 *** 3.05 5.40 *** 4.90 5.60 ***
Usefulness 4.02 4.98 * 4.10 4.55 3.65 5.30 ** 3.60 5.00 * 4.75 5.10

Output Quality 6.60 6.71 5.81 6.01 7.38 6.57 6.22 6.85 7.02 7.39

Note: +p<0.10;∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
Quantity (Message Quantity): The number of morphemes used within a group.
Diversity (Opinion Diversity): The number of unique lexical morphemes shared within a group.
Evenness (Even Contribution): The distribution of shared messages per member within a group.

Table 2. Results of the medium-sized group. In general, the group with GroupfeedBot tended to generate more diverse opinions (Diversity). It is
noticeable that the message quantity was higher in the condition with the basic chatbot, but opinion diversity was greater with GroupfeedBot for the
open-debating task. In terms of even participation, participants in the GroupfeedBot condition generally contributed to the discussion more evenly,
but these effects varied depending on the task (Evenness). GroupfeedBot effectively led to even contribution, especially in the open-debating task. In
terms of users’ attitudes, GroupfeedBot participants generally perceived that the discussions were more efficient, effective, and fair, and they rated the
usefulness of the chatbot agent higher. Statistically significant differences in users’ attitudes are in bold.

result implies that GroupfeedBot may encourage even partic-
ipation among group members. However, the even partici-
pation pattern was different depending on task type (Figure
4). GroupfeedBot has appeared to elicit even participation for
the open-debating task. It may be inferred that the facilitator
chatbot may induce comments from the lurkers for discussions
in which personal opinion expression is of high importance.

Users’ Attitude (Quantitative)
A nonparametric test of Aligned Rank Transform was con-
ducted for mixed factorial design to test whether the main
effects and interaction effect exist [59].

The Aligned Rank Transform for perceived user attitude yields
a main effect for the chatbot type in terms of communication
efficiency (F(1, 18) = 10.03, p = 0.005), communication fair-
ness (F(1, 18) = 12.33, p = 0.002), communication effective-
ness (F(1, 18) = 27.47, p = 0.000), and usefulness (F(1, 18) =
10.07, p = 0.005). This means that the facilitator chatbot con-
dition produced better communication quality and usefulness
than did the control condition.

We found a significant interaction between the chatbot type and
the task type in terms of communication efficiency (F(3, 54)
= 7.86, p = 0.000), communication fairness (F(3, 54) = 5.81,
p = 0.002), communication effectiveness (F(3, 54) = 7.73, p
= 0.000), and usefulness (F(3, 54) = 3.35, p = 0.025). Thus,
the task type may affect the facilitator chatbot’s effectiveness.

The results of the post-hoc analyses using Tukey’s HSD in-
dicate that the facilitator chatbot condition produced better
communication effectiveness and communication fairness in
all tasks, as compared to the control condition. In terms of
communication efficiency and usefulness, the facilitator chat-

Figure 4. Distribution of messages per participant in the experiment.
The even participation patterns were revealed differently depending on
the tasks’ characteristics. For the estimation task, there was no varia-
tion in terms of even participation by chatbot type. On the other hand,
for the open-debating task, participants in the GroupfeedBot condition
appeared to participate evenly in the discussion.
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bot was more effective for only the decision-making (com-
munication efficiency: p = 0.008; usefulness: p = 0.000) and
open-debating (communication efficiency: p = 0.002; useful-
ness: p = 0.019) tasks.

These results suggest that the facilitator chatbot’s effects
on users’ attitudes may be inconsistent across different task
types. GroupfeedBot’s effects were more pronounced for the
decision-making and open-debating tasks. For the decision-
making and the open-debating tasks, it is important to consider
how many of the members spoke up and how well their diverse
opinions were synthesized into the process. In these tasks, the
facilitator chatbot may function well. On the other hand, for
the estimation and problem-solving tasks, the chatbot’s roles
of facilitating diverse members’ contributions and organizing
their opinions were mostly irrelevant to the communication
efficiency and usefulness because, in those tasks, finding the
optimal answer is more important than encouraging diversity.

Member Attitude (Qualitative)
The qualitative analysis in this study focuses on the feature of
encouraging even participation, the effect of which could be
more pronounced in the medium-sized group (κ = 0.75).

• Encouraging Even Participation

GroupfeedBot’s feature of encouraging lurkers to participate
allowed the members to contribute more evenly to the dis-
cussion. Participants with the basic chatbot reported nega-
tive experiences such as having a few members dominate the
discussion: “It was a shame that the opinions were skewed
to one side and that the conversation was focused on a few
people” (P27). On the other hand, participants in the facil-
itator chatbot’s discussion indicated that the members con-
tributed equally to the discussion and that the discussion went
smoothly: “It was good that the chatbot distributed the op-
portunity to speak by pointing out who had not participated”
(P39). P45, whom the chatbot called out in this manner, said,
“I didn’t talk much, but I was able to share my thoughts with the
other members because the chatbot encouraged me to share my
opinions.” The involvement of various members contributed to
the discussion being fair, as P40 noted: “The chatbot asked for
comments from participants who didn’t speak enough, which
helped the team make fair decisions.” P36 agreed: “Teams
typically make decisions based on one member who talks a
lot or who has strong opinions, but in this case, the decision
was made fairer because the chatbot asked questions of the
members who hadn’t spoken or given many opinions.”

• Reducing the Relational Burden

GroupfeedBot pointed out which members had participated
less in the discussions, which reduced the relational burden
that can arise when human members perform the same actions
as other members. People usually feel uncomfortable calling
out a fellow member; the participants in the facilitator chat-
bot’s discussion, however, noted that they were appreciated
that the chatbot replaced this kind of behavior. P41 noted, “If
someone doesn’t talk in a group chat, directly asking them to
give their opinion is socially burdensome. It seems like you
are attacking that person, so the person whom you call out can
get offended. However, it was nice to have a chatbot use its

neutral stance to call out members because there no misunder-
standing could occur—unlike when humans talk to humans.
We can’t blame the bot because it is totally objective.” P30
added, “It is inconvenient for a leader to nag passive members,
and it would be nice for the chatbot to take one for the team
instead of making the human leader do this.”

• Inducing Opinion Deliberation

GroupfeeBot asks for additional comments; this led some par-
ticipants to think about providing concrete evidence for their
superficial claims. Deliberation can improve the quality of the
participants’ knowledge and opinions [21], positively affect
interpersonal trust [18], and increase participation [45]. P44
noted, “I talked only a little, and the chatbot asked me for ad-
ditional comments, which led me to think more deeply about
the reasons for my opinion. I think it’s better when the chatbot
encourages additional comments more often.” The facilitator
chatbot’s feature of encouraging additional feedback simul-
taneously improved both the quantity and the quality of the
discussion, as P36 noted: “The chatbot asked the less talkative
members for more comments, which helped to improve the
quality and quantity of ideas.”

Output Quality
Our analysis reveals that there were no significant differences
in the output quality for any of the tasks. The discussion
outputs were quite similar regardless of the chatbot’s inter-
vention style. This result suggests that, while the facilitator
chatbot’s involvement did not lead to negative consequences,
it could increase the discussants’ satisfaction and encourage
even participation.

DISCUSSION
In this section, we discuss the findings of the study and its
implications for designing a conversational agent for group
discussions.

Supporting Group Dynamics by Facilitating Interaction in
Social Groups
Our study has implications that go beyond dyadic interactions
with a chatbot agent. A chatbot agent could efficiently support
discussion procedures and facilitates communication, thus en-
hancing both taskwork and teamwork [5]. Previous research
has introduced diverse methods to improve goal-oriented dis-
cussions in distributed groups [6, 23, 22, 27, 61]. Extending
those studies, we explored whether a chatbot agent could sup-
port group discussions for social groups. Furthermore, we
proposed a new method to improve discussions, driving mem-
bers’ even participation by encouraging lurkers to speak. We
focused on how individual members interact within a group
because the communication process is the “essence of the
social system [31].” Reciprocal opinion exchange exposes
members to diverse ideas and helps to improve understanding
of different points of view [26], which eventually improves
group dynamics. GroupfeedBot could increase positive group
dynamics by encouraging all members to contribute.

Chatbot as a Group Member Not as a Tool
Our work supports the notion that chatbots are capable of serv-
ing as group members, not merely as tools [54]. Until recently,
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chatbot agents were treated as tools for the use of improving
work processes, particularly for goal-oriented tasks [2, 10, 58].
Recent works are more likely to refer to those agents as part-
ners and treat them as members of a team [40, 53, 54]. This
new metaphor indicates a broader and more social-oriented
set of tasks, which we expect chatbots to support. Proceed-
ing from this perspective, we designed GroupfeedBot and
explored its feasibility as a facilitator of social group discus-
sion. Previous research found that bots could serve as social
members in Twitch communities, by providing diverse func-
tions including sharing of information, explaining moderation,
and promoting the streamer [53]. We sought to extend such
research by exploring whether chatbots could also facilitate
the group chat discussions of social groups.

Our results also imply that the chatbots’ roles can evolve over
time as a group dynamic evolves. For instance, GroupfeedBot
called out a member who had not participated in the beginning
of the discussion; that member then actively participated in the
rest of the discussion. If a chatbot promotes group dynamics
in this way during the early stage, then it can play additional
roles after healthy group norms have been constructed; for
instance, it can serve as a social organizer by pairing members
or groups with similar interests or opinions [54].

Considering Group and Relationship Characteristics
Although we conducted a lab study to verify GroupfeedBot’s
core effects, future work could focus on diverse variables re-
lated to groups in the wild. GroupfeedBot’s features were
more pronounced in medium-sized groups, in which it is hard
to discern every member’s participation status and lurkers are
more likely to occur. These results imply that group charac-
teristics and discussion contexts should be considered when
applying chatbots in the wild. Relationship type should be con-
sidered as well. From the FGI results, 9 participants noted that
GroupfeedBot might be more effective in groups with a formal
social affiliation (e.g., school reunion) rather than informal
social groups. Group maturity could also matter. The issues
of how GroupfeedBot affects the formation and adjustment of
group norms and how to design a chatbot that supports groups
over a longer period of time can be interesting future venues.

Simple Messages Can Nudge User Participation
Notably, the chatbot’s simple nudge of asking members for
their opinions induced actual behavior. When the members
were prompted to add to the discussion, they shared their
points of view with the group more often. In the medium-sized
group study, GroupfeedBot identified six lurkers, five of whom
responded to GroupfeedBot’s request. Individual members do
not engage in social loafing and negligence simply because
they are performing tasks in a group. Rather, social loafing
occurs because an individual’s contribution/non-contribution
to the group is not identifiable [32]. In messenger-mediated
situations where social loafing is difficult to detect, the facili-
tator chatbot could drive member participation by making the
lurkers’ undesirable behaviors identifiable.

Chatbot’s Effects Can Vary Depending on Tasks
In terms of even participation and users’ attitudes, the facilita-
tor chatbot’s effectiveness varied depending on the task type.

Our results revealed that GroupfeedBot elicited even contri-
bution among members, especially in the open-debating task
(Figure 4). Among the various types of discussions, open de-
bate on social issues is critical for a sound democracy [44]. An
open debate has no single correct answer, and it is important
to use a democratic process in which community members can
all provide their arguments. In this aspect, it could be expected
that a facilitating chatbot could at least minimally contribute
to the development of participatory discussions.

Moreover, the participants who discussed with the facilitator
chatbot perceived the discussion as efficient and the chatbot
agent as useful only in the decision-making and open-debating
tasks and not in the estimation and problem-solving tasks (Ta-
ble 2). This suggests that GroupfeedBot’s facilitating features
could be more effective for tasks that require collaboration in
which the members synthesize and mediate diverse opinions
than for tasks involving finding the optimal solution from di-
vergent ideas. Thus, chatbots should be properly applied to
group discussions depending on the task’s nature.

Future Work and Limitations
Here, we present limitations and future research directions.
First, the sample size is small and does not sufficiently verify
our findings. To generalize our preliminary results, further ex-
periments should be conducted on a larger number of groups.
Second, although we compared GroupfeedBot with the basic
chatbot, we did not compare the facilitator chatbot with a hu-
man facilitator. Third, we used synchronous lab experiment
situations rather than natural asynchronous situations. In the
future work, we will apply the facilitator chatbot in a real-
world setting without imposing any space–time constraints in
the future work. Forth, when implementing the main features,
we used one specific method (e.g., keyword presentation for
summarization). Further research could be performed on vari-
ous ways of implementing the chatbot’s main features. Fifth,
we could consider a chatbot that can function as a group chat
manager in a natural setting, with the help of AI technology.

CONCLUSION
This study explored the feasibility of using a chatbot agent to
support group chat discussions. We implemented Groupfeed-
Bot, a chatbot agent which manages discussion time, encour-
ages even participation, and organizes diverse opinions. Our
results revealed that the facilitator chatbot can produce diverse
opinion exchanges and encourage even participation, resulting
in positive group dynamics.
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